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现象

●广州市政协常委、广州市新联会副会长黄丽丽

探索“技术源”“责任源”“认知源”系统治理

AI技术作为新一轮科技革命和产业变革的重要驱动力量，正以前所未有的速度向经济社会各领域加速渗透，赋能新质生
产力发展。然而，AI技术在快速发展的同时，深度伪造、算法歧视、数据滥用、自动决策等技术滥用乱象开始凸显。其中“AI换
脸拟声”等不当滥用已成为违法侵权行为的重灾区。在今年广州市两会期间，如何为人工智能培育创新沃土、擘画可持续的发
展蓝图，也是许多代表委员们的共同关切。针对滥用“AI换脸”，代表委员们建议通过技术源头把控、压实平台责任、强化监管
等多措并举，实现系统治理。 ■采写：新快报记者 黄闻禹 ■摄影：新快报记者 毕志毅

“AI换脸拟声”乱象频发，代表委员建议——

从技术源头多维度协同治理
成立专班精准打击违规行为

AI换脸技术又称人脸深度伪造技术，是

一种基于人工智能深度学习和计算机视觉的

前沿技术应用具有高仿真性、高效自动化、数

据依赖性、可扩展性、即时性、大众化等特征。

但伴随该技术在影视和娱乐行业、社交

媒体内容创作、教育培训、身份验证等各领域

中的加速应用，其潜在风险也逐渐展露。如

使用AI换脸拟声技术给视频中的人物换脸换

声，甚至直接生成完全虚构的视频，给不法分

子带来可乘之机。

过去一年，众多人大代表和政协委员关

注 AI 换脸拟声乱象，呼吁尽快立法、重点整

治，相关讨论引发舆论热议。去年11月，媒体

报道了演员温峥嵘遭AI盗播事件，多个直播

间出现她的带货形象，温峥嵘曾在直播间质

问却遭对方拉黑，再次掀起相关话题讨论。

此外，还有不法商家利用公众人物为自家“贴

金”，仿冒奥运冠军的声音带货，获取流量。

随着AI深度合成技术的快速发展，市场

上还出现了大量“换脸”“换妆”等应用软件，

此类AI技术在应用中发生的侵犯自然人人格

权益的违法行为日益增多。此外，商家在利

用AI技术开展经营生产过程中，若罔顾权利

保护意识、法律风险意识淡薄，对包含他人肖

像的网上素材盲目利用，也有可能涉嫌违法

侵权。

去年9月1日起，国家网信办、工业和信息化部、公安部、国家广播电视

总局联合制定的《人工智能生成合成内容标识办法》（下称《标识办法》）正

式生效，《标识办法》提出强制添加显式和隐式标识等规范要求，即用AI生
成的每一段文字、每一张图片、每一条音频、视频，都必须强制亮明“数字身

份证”。

对此，汉盛律师事务所高级合伙人李旻表示，该规定衔接了此前相关

法规的标识要求，进一步细化了实施规范，既未对AI技术创新设置过度约

束，又明确了服务提供者、传播平台、用户等各方的责任义务，填补了AI内
容的监管空白。

“在AI乱象治理中，其意义尤为关键。”李旻指出，通过全链条标识要

求，可以帮助公众快速区分AI生成内容与真实内容，减少虚假信息传播风

险；同时为监管执法和权益维护提供了清晰依据，能有效遏制AI换脸、AI谣
言等乱象。

AI换脸侵权案例频发 Al生成内容须强制亮明“数字身份证”聚焦

“AI 换脸拟声本是能赋能影视、文

创等领域的好技术，但当下被滥用制造

虚假广告、实施电信诈骗、侵犯他人肖

像权的情况频发，不仅损害公众的合法

权益，也扰乱了社会发展秩序。”张茜认

为，技术发展的初衷是造福民生，而非

制造伤害，这种滥用行为必须被严厉遏

制。

针对AI换脸技术应用门槛较低、隐

蔽性强等特点，她建议从源头、成体系

地治理乱象。首先，压实技术提供方责

任，督促相关平台、企业落实《人工智能

生成合成内容标识办法》，给换脸拟声

内容强制加数字水印和显式标识，从技

术端做到可溯源。其次，强化平台审核

义务，推动短视频、社交平台升级 AI 鉴
别技术，建立快速下架、举报响应机

制。最后，联动执法，由网信、公安、工

信等部门组建AI深度合成治理专班，破

解监管分散难题，精准打击那些隐蔽的

违法违规行为。

未经授权AI换脸，构成个人信息
权益侵害

“AI 换脸技术的核心是对人脸生

物信息的处理与合成，其滥用直接触

碰个人信息权益及人格权保护底线。”

李旻指出，根据《人脸识别技术应用安

全管理办法》规定，处理人脸信息需以

显著方式完整告知处理目的、保存期

限等事项，并取得个人“单独同意”；

《互联网信息服务深度合成管理规定》

第十四条进一步明确，提供人脸编辑

功能的，需提示使用者告知被编辑个

人并取得其单独同意。违反上述规

定，未经同意擅自使用他人人脸信息

进行换脸，或未履行告知义务、超范围

处理人脸信息的，构成对个人信息权

益的侵害，需承担停止侵害、删除信

息、赔礼道歉等责任。

禁止采用技术手段删除或篡改
AI换脸内容标识

针对 AI 换脸使用者，《互联网信息

服务深度合成管理规定》第六条明确禁

止利用深度合成服务制作、传播法律禁

止的信息，或从事侵害公共利益、扰乱社

会秩序的活动，使用者若通过AI换脸制

作虚假信息、淫秽内容等，构成违反治安

管理行为的，由公安机关给予治安管理

处罚；该规定第十八条同时禁止采用技

术手段删除、篡改AI换脸内容的标识，

违反此规定的，将由相关主管部门依法

处罚，情节严重的可限制或禁止使用相

关服务。

滥用AI换脸技术，情节严重者或
承担刑事责任

此外，当 AI 换脸滥用行为达到“危

害国家安全、损害公共利益或情节严重

侵害他人权益”的程度，将依据法规中的

刑事衔接条款追究刑事责任。李旻指

出，《互联网信息服务深度合成管理规

定》第二十二条、《人脸识别技术应用安

全管理办法》第十八条均明确，违反规定

“构成犯罪的，依法追究刑事责任”，为刑

事追责提供直接依据。

广州市政协常委、广州市新联会副

会长黄丽丽表示，“AI换脸拟声”被不当

滥用问题日益凸显，已成为危害个人权

益、公共安全乃至社会秩序的重要隐

患。“AI换脸拟声”导致“眼见未必为实”，

进一步加剧公众对网络信息的信任焦

虑，动摇了社会互信的基础。

加强 AI 乱象治理，她建议探索“技

术源”，支持开发更加高效的识别算法与

溯源技术，实现 AI 生成内容可追溯，同

时加强对换脸内容的真实性验证工具研

发，为监管部门和平台提供强大的技术

支撑；压实“责任源”，明确技术平台和内

容传播平台的审查义务，推动平台建立

“技术筛查+人工复核+第三方评估”的

复合审核机制，并在出现违法或高风险

内容时及时预警和处置；提升“认知源”，

通过普法宣传、公益科普等形式，普及AI
换脸滥用的法律风险与辨别方法，引导

公众自觉抵制违规内容，主动举报滥用

行为。

她还建议坚持“以人为本、智能向

善”理念，健全AI行业自律体系。同时，

进一步出台、完善针对人工智能技术研

发、应用和监管的专项法律法规，明确责

任边界，细化监管标准，厘清 AI 系统中

的算法透明性、可解释性和责任归属问

题。加强对数据安全与隐私保护的监

管，确保数据获取和处理的合规性，避免

技术成果滥用和侵权。

敲重点

AI换脸不是想换就换，当心“换来”法律责任

代表委员建言

●广州市人大代表、广州市创新社区治理发展研究院管委会主任张茜

组建AI深度合成治理专班，精准打击违法违规行为

李旻表示，随着生成式人工智能用户规模的持续扩大，其不当滥用已成为违法侵权重灾区。此类滥用行为呈

现侵权门槛低、危害范围广、侵权形式多元隐蔽性强、违法成本与维权成本失衡的显著特征，不仅直接侵害公民肖

像权、声音权、名誉权等人格权益，还可能滋生诈骗造谣等违法犯罪行为，扰乱网络空间秩序与社会公共利益。


